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Abstract  Human body finite element models (FEMs) are ideal tools to explore the effects of body habitus 

on the biomechanical response of a given subject in a vehicle crash. This study aims to investigate the 

differences between a large male (M95) FEM and an average male (M50). The models are identical aside from 

their respective morphologies. The same generic frontal crash driver-side buck was used with each model with 

an acceleration pulse from a late model NCAP crash. The HIC15 of the M50 and M95 models were 491 and 806. 

The Brain Injury Criteria values for the M50 and M95 models were 0.50 and 0.64, respectively. Neck Injury 

Criteria for the M50 and M95 models were 0.44 and 0.41, respectively. The percent chest deflections were 

21.1% for M50 and 17.3% for M95. Equal stress, equal velocity scaling was used to scale M95 outputs to the 

M50. Mass scaling was found to increase correlation of signal phases, but had diminished effect on magnitude 

and shape. Given the global trend of increased size of occupants, this study provides insight into the effects of 

body habitus on the occupant kinematics and injury risk in frontal crash. 

 

Keywords Finite Element (FE), Human Body Modelling (HBM), injury biomechanics, large male, model 

morphing. 

I. INTRODUCTION 

According to the United States Census Bureau, there are approximately 113 million adult males in the USA 

[1], meaning that there are over 5 million that are at least the 95th percentile stature. This segment of the 

population is under-represented in the United States New Car Assessment Program (US NCAP); currently, no 

95th percentile male anthropometric test devices (ATDs) are included in the protocols. Further, the USA adult 

population increased in both height (3 cm increase) and weight (11 kg increase) between 1960 and 2002 [2]. It 

has been shown that tall occupants can be left unprotected by side airbag systems and can strike the vehicle 

structure instead of the airbag [3]. This study aims to present injury risk differences between an average male 

and large male, using two validated human body finite element models (FEMs) in an identical simulated crash 

condition. 

Two models from the Global Human Body Models Consortium (GHBMC) were used in this study – the average 

male model (M50) and the large male model (M95). A regional model approach was used in the development 

and validation of the M50 model. Head [4-6], neck [7-10], thorax [11,12], abdomen [13], pelvis [14] and lower 

extremity [15-17] models were developed and validated by consortium universities and were then integrated 

into one full body model [18-22]. The full body M95 model was morphed from the M50 model and was 

subsequently validated in 7 conditions [23]. 

The objective of the current study is to evaluate the effects of body habitus on the outcomes of a 

representative consumer crash test. Both the M50 and M95 were simulated in a simplified driver buck designed 

for frontal impacts with a United States New Car Assessment Program (US NCAP) acceleration applied. The 

effects of body habitus were tested in several ways, including kinematic response and injury risk assessment. 
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Finally, a quantitative curve comparison was done to evaluate how closely the response of the models matched 

after scaling. 

However, due to the stature and weight differences between the M50 and M95 models, measured variables 

from simulations must be normalized to a reference (in this case, the M50). Two common approaches for 

obtaining normalized and scaled response data are the impulse-momentum [24] and equal-stress equal-velocity 

(ESEV) methods [25,26]. The impulse-momentum method takes into account the type of test and effective mass 

and length characteristics of specific body regions involved. Because of this, the impulse momentum is 

considered to be a more specific evaluation than ESEV.  However, the ESEV method relies only on the mass ratio 

between the M50 and the M95.  As such, this approach is applied in the current study, because all body regions 

in this case are coupled. ESEV sidesteps the potential error which could be introduced when determining 

effective masses and characteristic lengths of coupled body regions.  

II. METHODS 

A. Human Body Models 

The Global Human Body Models Consortium (GHBMC) average male (M50) [20,21,27] and large male (M95) 

[23] LS-Dyna (971 R6.1.1, LSTC, Livermore, CA) models were used for this study. For both models, target stature 

and weight values were determined by those used in development of the M50 and M95 Hybrid III ATDs. The 

development approach for the M50 model can be found in the literature [28], but briefly, a multi-modality 

approach was used to collect imaging data of a living subject and subsequently made into CAD. The imaging 

approach leveraged the strengths of MRI, upright MRI, CT and external laser scanning to obtain highly detailed 

information of the subject in a seated posture. The CAD was delivered to collaborating universities where 

regional meshing and development was completed. The full body model was integrated from the five regional 

models and validated for mass distribution [21] and simulation responses [20,27], in addition to the regional 

validation that was performed by each university [4,7,11,29,30]. In total, the average male model is composed 

of 1.3 million nodes, 2.2 million elements and 984 parts and represents a weight of 76.8 kg and height of 174.9 

cm. 

The large male model was morphed directly from the average male model using a radial basis function 

interpolation with a thin-plate spline basis function and relaxation algorithm (RBF-TPS) [23]. The method 

smoothly interpolates between a reference geometry and target geometry using a relatively reduced set of 

landmarks across the whole body [31,32]. The RBF-TPS method required homologous landmarks on the 

reference (M50) and target (M95) geometries and the FE nodal locations of the reference model. The imaging 

data of both subjects were leveraged to acquire the input landmarks. For the development of the M95, 

homologous landmarks were established on the outer flesh and select abdominal organs (liver, kidneys, and 

spleen) of both the M50 and M95 to accurately capture the external anthropometry of the model while also 

representing the internal anatomy of the M95. Spline equation coefficients were calculated from the 

homologous landmarks and applied to the reference nodal locations to determine the target nodal locations. 

The relaxation algorithm was applied to improve element quality by eliminating the requirement that the spline 

functions pass through the landmarks. Anthropometric and anatomical verifications were performed to ensure 

that the relaxation did not hinder model fidelity to the target population size. The application of the RBF-TPS 

method produced a model that was not just a scaled version of the average male, but rather one that matched 

anthropometric and anatomical targets of a large male. One advantage of this morphing method is that the 

target model contains the same number of nodes, elements and parts as the reference model. All other 

modelling considerations also remained the same between the two models, but the M95 model represents a 

mass of 103.3 kg and stature of 189.5 cm. Direct comparisons between the models were facilitated since any 

given node in one model was in a homologous location on the other model. 
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B. Simulation 

A simplified driver-side frontal crash buck design was used in this study. The buck contained several important 

features to allow for a reasonable approximation of a vehicle interior. The seat was modelled using a low 

density foam material property (density = 4.06e-8 kg/mm3, elastic modulus = 3.05e-2 GPa, and stress strain 

curve, nominally 11.3 KPa at 50% strain) with a shell coating of fabric material. The knee bolster also used a low 

density foam material property with discrete elements connected to the buck structure to tune the response. 

The airbag used in the model was a hybrid jetting type that fired 6 ms after the start of the crash event. 

Nitrogen gas was used to inflate the bag which was modeled with a fabric material (0.55 GPa modulus, fabric 

thickness 0.3 mm). The mass flow rate of gas into the airbag was determined empirically and provided by the 

GHBMC. At its fully inflated state, the bag had a radius of 540 mm. Delta-V values of the simulated crashes were 

in the range indicating the use of a Stage 1+2 bag [33]. The belt stiffness was equivalent to 10 kN of force at 

5.23% strain and included a pretensioner that fired 9 ms after the start of the event and a retractor that fired 17 

ms after the start of the event. Further, the shoulder-belt force was limited to 3.75 kN with a force-limiter.  No 

changes were made to the restraint system parameters for the large male model. 

The acceleration pulse applied to this buck was derived from the floor accelerometer of the US NCAP test 

#7147 [34]. The pulse was applied to the rigid floor of the buck and prescribed motion in the three linear 

degrees of freedom (DOF) with constraints applied for rotational degrees of freedom. The test was a frontal 

crash test into a barrier at 56.2 km/h. The total delta-v of this impact was 65.6 km/h, as seen in the velocity 

profile of the simulation in Fig. 1. 

 

 
Fig. 1. Velocity profile in NCAP Test #7147, integrated from the acceleration that was used as the simulation 

boundary condition. 

 

To accommodate the size of the M95 model the seat was moved rearward by 145 mm and downward by 

39.5 mm. For both simulations the models were settled into the seat, using gravity, for 100 ms. The belt was 

subsequently fitted on the settled model using the built-in belt-fitting capabilities of LS-PrePost v4.2 (LSTC, 

Livermore, CA). The crash event was then simulated to 150 ms. 

All simulations were computed using LS-Dyna v6.1.1 MPP (LSTC, Livermore, CA). The Wake Forest University 

Distributed Environment for Academic Computing (DEAC), a heterogeneous Linux-based high-performance 

computing system, was used. Both models were simulated on 48 processors. 

C. Model Output Methods 

Head accelerations were obtained from the kinematics of the skull using the history function in LS-PrePost. 

Head rotational velocities from the models were collected using a constrained interpolation method. A node at 

the centre of gravity (CG) of the head was constrained to nine nodes on the skull using the 

*CONSTRAINED_INTERPOLATION card in LS-Dyna. This allowed for a deformable skull that was capable of 

constraining the CG node. Other constraint methods typically require a rigid body. A cross-section plane at the 
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occipital condyles (OCs) was used to obtain neck forces and moments [35]. To calculate chest deflections, nodal 

coordinates were taken on a node of the sternum and a node of the T8 spinous process. These were then 

subtracted to obtain deflections, and normalised by the initial value to give percent deflections. Femur forces 

were obtained using cross-section sets that were approximately 2/3 of the length from the proximal femur to 

the distal femur. All outputs were obtained in local coordinate systems commensurate with the SAE J211 

standards [36]. The trajectories of the inboard (right) side of the models relative to the buck were tracked by 

averaging a cluster of five nodes at each of the head, shoulder and hip, which are representative of typical 

kinematic marker locations. 

Several measurements were taken from the interactions between the human body models and vehicle 

structure, as well. The belt forces at the upper shoulder and outer lap-belt locations were taken from the 

seatbelt element force outputs. The upper shoulder-belts were force-limited in both cases, and this output was 

used to confirm the function of this feature. The forces between the airbag and the body were examined using 

the contact forces. Finally, the distance between a node on the forehead and a node on the top of the steering 

wheel was measured.  

D. Injury Risk Evaluation 

For both models, a quantitative injury risk assessment was performed for individual body regions based on 

injury risk criteria in the literature. These values were also used to evaluate the effect of body habitus on 

potential injury outcomes in an otherwise identical sled pulse. For the head, neck and lower extremity regions, 

data were obtained using the accelerometer and section-plane techniques described above. 

Head injury risk was evaluated by applying two techniques that utilised different model outputs. Existing 

regulations from the National Highway Traffic Safety Administration (NHTSA) specify performance limits for a 

Head Injury Criteria (HIC) [37-39]. An industry standard, HIC15 is a measure of the maximum average 

translational acceleration over any 15 ms duration of an impact event. All outputs used in the calculation of 

HIC15 scores were obtained from acceleration of the head CG node of both the M50 and M95 models.  Head 

injury risk was also evaluated using the Brain Injury Criteria (BrIC) developed by Takhounts et al. [5]. This injury 

criterion differs from HIC in that prediction is not based on acceleration data. Instead, prediction is determined 

by the directional dependence of maximum angular velocities. To calculate BrIC for both models, angular 

velocity data was obtained from the head CG node that used the constrained interpolation method. 

Neck injury risk was assessed using the Neck Injury Criteria (Nij). Nij is evaluated by linearly combining the 

normalised axial load and normalised flexion/extension moment about the occipital condyle [37,40]. In both 

axial load and moments, the critical neck intercept values used for normalisation were applied per the 

suggested values for the M50 and M95. Axial load and neck moment data were obtained from the section plane 

placed at the occipital condyle to mimic data acquisition from ATD tests. 

The risks of injury to thoracic structures in the models were evaluated using two displacement criteria. The 

first was the compression criteria established by Kroell et al. [41]. The compression criterion is a linear equation 

that uses maximum chest compression percentage as a predictor for the level of AIS severity. Here, chest 

compression is calculated by the maximum chest displacement divided by initial chest depth. The second 

method used for evaluation was the chest deflection criteria, where maximum chest deflection was related to 

AIS injury risk based on risk curve equations used in the US NCAP [42-44]. 

As the M50 and M95 models were simulated in a frontal sled pulse with knee contact to the bolster, femur 

tolerance loads were used to assess risk of injury to the lower extremity. These values were obtained from the 

models using section planes in the femur corresponding to the location of data acquisition in ATDs [37]. To use 

the M95 data in the injury risk equation, femur loads from that model were scaled by the femur cross-sectional 

area scale factor established by Mertz et al. [45]. M50 data were not scaled since the injury risk equation was 

developed for an average male. 
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E. ISO Comparison with Eppinger Scaling 

Part of ISO/TS 18571, a technical standard regarding the quantitative assessment of dynamic data, was used 

to quantitatively compare the model output curves. The standard uses a weighted average of four metrics – 

corridor, phase, magnitude and slope – to derive a total score describing the fit of data to a reference curve. 

Scores can range from 0 to 1, with 1 being the best. The score is categorised into excellent, good, fair, or poor 

Total ISO Ratings, based on the thresholds 0.94, 0.80 and 0.58, respectively. For the purposes of this study, only 

the phase, magnitude and slope scores were calculated. Further explanation of this is included within the 

discussion section. 

The phase, magnitude and slope scores are calculated using the methods of Enhanced Error Assessment of 

Time Histories (EEARTH) [46], which compares a model curve to a single reference curve. The phase score uses 

the time shift of the maximum cross correlation in a linear regression. Zero time shift receives a phase score of 1 

and the maximum allowable time shift of 20% receives a phase score of 0. The magnitude and slope scores are 

calculated from the time-shifted data. Dynamic time warping (DTW) is used in calculating the magnitude score 

to parse out the effects of phase on magnitude differences. The one-norm of the difference between the shifted 

and warped curves are calculated for each time point and normalised by the one-norm of the shifted and 

warped reference curve. The magnitude score is calculated using a linear regression between no difference 

(magnitude score 1) and a maximum allowable difference of 0.5 (magnitude score 0). The slope score is 

calculated from the time-shifted data without DTW applied, since DTW compromises the time-dependence of 

slope. The average slope is calculated in 1 ms intervals and the same one-norm procedure used for the 

magnitude calculation is performed. The slope score is calculated as the linear regression between zero 

difference (slope score 1) and a maximum allowable difference of 2.0 (slope score 0). 

Typically, the reference curves represent average experimental data and the curves being assessed are from a 

model or ATD. However, in the case of this study, the reference curves were the M50 model data and the M95 

model data were being assessed. The M95 data were scaled to the M50 data using the ESEV methods 

developed by Eppinger [25]. This approach assumes linear relationships among time, length, and mass 

(Equations 1-3), where T is the unit of time, L is the unit of length, and M is the unit of mass.  

𝑇𝑀50 =  𝜆𝑡𝑇𝑀95 (1) 

𝐿𝑀50 =  𝜆𝑙𝐿𝑀95 (2) 

𝑀𝑀50 =  𝜆𝑚𝑀𝑀95 (3) 

ESEV also assumes that both models have identical density and modulus of elasticity. By applying these 

assumptions, and substituting equations 1-3 into the functions for density and elastic modulus, normalization 

factors can be found for time, deflection, acceleration, force, and moment (Equations 4-8).  Full derivation of 

these normalization factors can be found in the literature [25,26]. 

𝑇𝑖𝑚𝑒 𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 =  𝜆
1
3 

(4) 

𝐷𝑒𝑓𝑙𝑒𝑐𝑡𝑖𝑜𝑛 𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 =  𝜆
1
3 

(5) 

𝐴𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 =  𝜆
−1
3  

(6) 

𝐹𝑜𝑟𝑐𝑒 𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 =  𝜆
2
3 

(7) 

𝑀𝑜𝑚𝑒𝑛𝑡 𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 = 𝜆 (8) 

In order to make observations on the efficacy of mass scaling between these models, the ISO comparison was 

made between unscaled M95 data to M50 as well as scaled M95 data to M50, with the unscaled data acting as 

a baseline against which the scaled scores were compared. The head accelerations (x, y and z), neck axial force, 

neck flexion/extension moment, chest deflection, and left and right femur forces were compared using this 

method. The hypothesis was that, after mass scaling, model responses would be improved as compared to 

before scaling and would be closer to scores of 1. 
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III. RESULTS 

Both models completed the simulation without numerical error. The peak hourglass energy, as a percentage 

of the internal energy and total simulation energy, was 7.3% and 0.5% in the M50 simulation and 12.0% and 

1.0% in the M95 simulation. Hourglass energies were also observed on a part by part basis, and largest 

contributors were shown to be stable in the model [47]. Further, there were no discontinuities in the hourglass 

energy curve throughout either simulation. Discontinuities in this curve can be indicative of a numerical 

instability. 

A. Kinematics 

The simulations can be seen in Fig. 2, where time-lapse images of both models in the crash event are 

included. The trends of the model responses appear similar, with the exception that the additional mass of the 

M95 brings the model further towards the steering column, increasing the load on the airbag. This is confirmed 

in the contact forces between the airbag and body, where the peak of the M50 is 8.3 kN and the peak of the 

M95 is 9.2 kN. While the shoulder-belt forces were held constant by the force-limiter, the lap-belt forces 

between the two models differed. The peak lap-belt force in the M50 model was 6.6 kN, whereas the peak in 

the M95 model was 9.1 kN. A graph showing the restraint force information is shown in Fig. 3. 
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Fig. 2. Time-lapse images of the M50 and the M95 in the frontal NCAP simulation. 
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Fig. 3. Restraint force data from the M50 and M95 models. Airbag forces are plotted on the left, while belt 

forces are plotted on the right.  

 

The trajectories of the head, shoulder and hip were found to differ between the two models, as seen in Fig. 4. 

In all three locations the M95 model displayed greater forward motion than the M50 model. The total 

magnitude of forward excursion was found to be less in the hip area, which was restrained by the seat and lap-

belt. The head displacement in the X direction was 154.3% greater in the M95 and the shoulder displacement 

was 139.5% greater. In the hip, the X direction motion of the M95 was139.9% greater than the M50. The total Z 

motion in the hip was the smallest gross displacement of any of the regions for both models. To shed light on 

possible injury risk, the relative distance between the head of the models and the steering wheel was also 

observed.  The distance between a homologous node on the forehead of each model and the top of the 

steering wheel was measured. The M95 model started approximately 125 mm further from the wheel than the 

M50 model and, at its closest, was 49.6 mm closer. This can be seen in Fig. 5. 
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Fig. 4. Head, shoulder and hip trajectories of the 

average and large male for the duration of the 

simulation. 

Fig. 5. Distance from the forehead of each model to the top 

of the steering wheel. 

 

B. Injury Risk 

The HIC15 of the M50 and M95 models were 491 and 806, respectively, with corresponding injury risk values 

included in Table 1. This equates to a HIC15 that is roughly 1.6 times larger in the M95 model than the M50 

model. The value for the M95 was also above the suggested HIC15 performance limit of 700. The BrIC values for 

the M50 and M95 models were 0.50 and 0.64, respectively. Nij values for the M50 and M95 models were 0.44 

and 0.41, respectively, which in both cases is below the performance limit of 1.0. In both the M50 and M95, the 

appropriate critical intercepts were used to account for the difference in body habitus. The percent chest 

deflections were 21.1% for M50 and 17.3% for M95, lower for the larger model. Based on these values, the 

chest compression criterion predicts an AIS injury level of 1 for both the M50 and M95. Within Table 1, injury 

probability to the thorax can be seen in terms of peak chest deflection.  Peak femur forces for the left and right 

leg in the M50 model were 4.1 kN and 6.7 kN, while they were 6.0 kN and 6.9 kN in the M95 model. The largest 

difference was seen in the HIC15 values of the models. Data on the probability of injury for the head, neck, 

thorax and lower extremity can be seen in Table 1. 

 

TABLE 1 

INJURY RISK COMPARISON BY BODY REGION 

Criteria 
M50 M95 

Model Value Threshold P(AIS3+) Model Value Threshold P(AIS3+) 

HIC15 491.3 700 4.5% 805.5 700 15.2% 

Nij 0.44 1.0 8.6% 0.41 1.0 8.2% 

Thoracic Chest 

Deflection (mm) 
36.9 63 12.4% 31.6 70 8.7% 

Femur Force, Left (kN) 4.1 10.0 2.6% 6.0 12.7 3.1% 

Femur Force, Right (kN) 6.7 10.0 5.8% 6.9 12.7 3.9% 

 

C. ISO Comparison 

The ISO/TS 18571 comparison, with corridor scores omitted, can be seen in Table 2, with both the native M95 

data, as a baseline, and mass scaled M95 data. Overall, the scaled M95 data received scores that would have 

been commensurate with fair ratings given the full complement of ISO standard scoring. On average, mass 

scaling had the largest effect on the phase score, improving the average value by 0.13. The slope score was 
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improved by 0.08.  Mass scaling was found to have the least effect on the magnitude score. The highest scores 

tended to be in the mass scaled phase correlations, which ranged from 0.73 to 1.00. The magnitude scores were 

in the middle of the three scores, on average, with a range of 0.00 to 0.79. The outlier in this group was the hip 

z displacement, which received the only 0.00 score out of any of the categories and was 0.56 below the next 

lowest magnitude score. Also, gross Z motion (upwards or downwards) was constrained by the seat- and lap-

belt, and was small in comparison to the fore-aft direction. The lowest scores, on average, occurred on the 

slope, which ranged from 0.21 to 0.79. 

 

TABLE 2 

ISO/TS 18571 COMPARISON BETWEEN THE MODELS. FOR THE PURPOSES OF THIS COMPARISON, ALL M95 DATA LABELLED AS 

SCALED WERE DONE SO USING THE EPPINGER METHOD, WHERE Λ=0.74 (M50 = 76.8 KG / M95 = 103.3 KG) 

Signal 
Phase Score Magnitude Score Slope Score 

Unscaled M95 Scaled M95 Unscaled M95 Scaled M95 Unscaled M95 Scaled M95 

Head CG 

Accel. X 
0.64 0.90 0.89 0.93 0.28 0.41 

Head CG 

Accel. Y 
0.92 0.80 0.62 0.56 0.22 0.26 

Head CG 

Accel. Z 
0.66 0.88 0.68 0.70 0.32 0.30 

Neck Force 

Axial 
0.60 1.00 0.93 0.80 0.61 0.64 

Neck Flex./Ext. 

Moment 
0.80 0.98 0.78 0.68 0.55 0.64 

Chest 

Deflection 
0.94 0.73 0.57 0.63 0.75 0.77 

Hip X 

Displacement 
0.82 0.93 0.61 0.82 0.77 0.79 

Hip Z 

Displacement 
0.78 0.90 0.00 0.00 0.75 0.76 

Left Femur 

Force 
0.83 0.97 0.77 0.82 0.01 0.21 

Right Femur 

Force 
0.81 1.00 0.79 0.68 0.14 0.39 

IV.  DISCUSSION 

The GHBMC average male and large male models were compared in a frontal US NCAP simulation. A 

simplified driver-side buck was used in the study to apply the crash pulse collected from US NCAP test #7147 in 

the NHTSA Online Database. The pulse and buck were identical between simulations, the only difference being 

the human body model and seat position. Since the M95 was morphed from the M50, this study focuses on the 

effect of this morphing on full body kinematics and injury risk.  

The models displayed differences in outputs and injury risks, with the M95 model at an increased risk for 

injury to the head. A number of factors related to the size and stature differences between models led to these 

findings. The additional mass provided by the large male model accounted for a 9.2% increase in peak kinetic 

energy within the system. Increased stature required a more rearward seat track for the M95 model. Thus, 

inflation of the airbag occurred prior to model contact in the case of the M95. In comparison, the M95 

contacted the airbag 54 ms into the simulation, whereas the M50 model made contact at 30 ms. The proximity 
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of the chest to the airbag in the M50 model likely contributed to the larger chest deflection, and therefore 

injury risk observed. The distance of the M95 model from the airbag, coupled with the force limiting belt, led to 

more forward excursion before loading the countermeasures, yielding a shorter duration loading pulse (Fig. 3). 

This shorter time of engagement increased forward head excursion (Figs 4 and 5; Table 1) and led to greater 

linear and rotational head acceleration, as evidenced by increases in HIC and BrIC. Also, the M95 experienced 

knee bolster impact prior to engaging the airbag (44.5 ms), which may have contributed to the increase in 

forward excursion of the head and shoulders. While knee bolster contact happened prior to airbag engagement 

for the M95, the M50 model struck the knee bolster earlier in the simulation (37.5 ms) because of its initial 

position closer to the wheel. Also, due to adjustments made to seat position, both models had similar locations 

of engagement with the airbag and knee bolster. 

The model curves were shown to be quantitatively different through the use of ISO/TS 18571, a recently 

released standard for quantitative assessment of dynamic data sets. The M95 model is a morphed version of 

the M50 model. As such, these models lend themselves to investigating mass scaling effects since two 

assumptions of Eppinger’s method are perfectly held: that the reference and target subjects have the same 

modulus and density. No material model adjustments were made after morphing the M95 model, only nodal 

locations are different between the two models. Regarding the assumption of geometric similitude, the M95 is 

not an exact scaled version of M50 but morphed to match a typical 95th percentile male subject. However, the 

similitude is thought to be on par with PMHS subjects, and this mass scaling method is widely applied despite 

subject-to-subject variability. Given the arguments above, the ISO comparison could be regarded as an 

examination of the geometric similitude assumption. However, the fixed size of the buck is a confounding factor 

in this study, since the larger model interacted at different times and durations with the countermeasures, 

potentially altering the time histories in ways that scaling alone could not account for (as seen in the hip 

kinematics). Despite that limitation, mass scaling increased the quantitative comparison scores between 

models. Ideally, a mass scaling method would yield ISO scores approaching 1, with the target model (M50, in 

this study). The results indicated that scaling had the greatest effect on phase, with smaller effects seen on 

magnitude and shape. However, post hoc scaling of data is, in itself, a model with assumptions and 

approximations. Future work will focus on using this approach to more closely evaluate the relative pros and 

cons of scaling techniques. 

The full ISO/TS 18571 comparison uses constant-width corridors as a means of considering subject-to-subject 

variability. The corridor score was not included in this analysis since model outcomes are deterministic and 

variability would not be expected. Because of this, total ISO Scores and their corresponding ISO Ratings were 

not assigned to the curve comparisons.  

The study was also limited in that vehicle deformation was not considered. A deceleration pulse was applied 

to the floor of the buck without the application of floor pan intrusion or potential effects on the steering 

column. For example, from the report of this NCAP test, the brake pedal was 50 mm closer to the front of the 

seat track in post-crash measurements and the centre of the steering-wheel hub was 11 mm closer. Future 

work could focus on full vehicle crash simulations with the human body models included, to explore the effects 

of body habitus on injury risk in a more real-world setting.  

V. CONCLUSIONS  

This work presented a comparative study between an average male and a large male human body finite 

elements model. The models were simulated in a US NCAP frontal impact test and biomechanical data and 

injury risks were evaluated. Significant differences were found between the models, with the large male at a 

higher risk for head injury and slightly lower risk for chest injury. Quantitative comparison methods were used, 

to assess the efficacy of mass scaling methods. Equal stress, equal velocity mass scaling resulted in modest gains 

in curve comparison, on average, providing a fair response match. The mass scaling was found to have the 

greatest impact on reducing phase differences between models. These models can be leveraged within the 

IRC-15-68 IRCOBI Conference 2015

- 618 -



injury biomechanics community to better understand the effects of body habitus on injury risk and design 

safety features tailored to larger occupants. 
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