ABSTRACT

Determining failure limits for biological tissues is necessary for predicting the injury potential of a loading scenario. For brain tissue, cell death and changes in electrophysiological function are more meaningful than mechanical failure criteria. Interim data is presented on a functional tolerance criterion for the hippocampus. In addition, material properties of the hippocampus were measured with the atomic force microscope. The CA1 subfield was significantly stiffer than the rest of the hippocampus. Both the tolerance criterion and material properties can be incorporated into computer models to increase their biofidelity and extend their capabilities to predict biological outcomes.
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IN 2006, the International Research Council on the Biomechanics of Impact (IRCOBI) released a review titled “Future research directions in injury biomechanics and passive safety research” which summarized research areas believed to have the greatest potential to reduce injuries. One of the central questions posed was “How can we better characterize the mechanisms by which these [human structures, subsystems, and] components undergo mechanical failure?” Failure is a central theme of our studies on brain tissue, and our studies have benefited from a broader definition of failure, particularly for brain.

Mechanical failure may be an adequate definition of failure for some components of the human body, particularly load-bearing tissues like bone. Even for soft tissues, in the most severe sense, injury can be defined as mechanical failure evidenced by macroscopic disruption of mechanical continuity resulting in tearing or frank hemorrhage, for example. However, tearing of tissue or cells within tissue is only one mode of failure, and many other modes of failure may exist for biological tissues.

A fundamental difference between inert engineering materials and biological tissues is that the latter is alive and performs some form of active function. Therefore, the very concept of failure must be revised for living tissues. The exact definition may be tissue-specific such as fracture for bone or laceration for skin. However, these definitions may be too insensitive to identify the onset of injury or tolerance criteria for the brain. For non-load-bearing, living, cellular tissues, failure can be defined in a myriad of ways which may occur at levels of mechanical stimulus far below mechanical failure. For example, it may not be necessary to rip apart a cell to kill it, or tear a neuron to affect its function.

For brain and other highly cellular tissues cell death may be a widely applicable outcome. We have previously applied this definition and determined tissue-level tolerance criteria for cell death in the rat hippocampus and cortex (Cater et al., 2006; Elkin and Morrison III, 2007). In these studies, cultured slices of brain tissue were subjected to controlled mechanical deformation, and the resultant cell death quantified in a region-specific manner (Morrison III et al., 2006). We developed empirical relationships between input mechanical stimuli (tissue strain) and cell death. The goal was to provide these functions for incorporation into finite element (FE) models, providing them with the capability to predict biological responses in addition to typical mechanical parameters such as stress and strain.

Herein, we propose an additional measure which is more specific to nervous system tissue, disruption of electrophysiological function. In the present study, we have begun to quantify changes in evoked field potentials four days after injury. As we quantify the post-traumatic electrophysiological function for more combinations of injury parameters (strain and strain rate), we will develop region-specific tolerance criteria for neuronal function to complement our earlier cell death criteria. However, an operational definition of failure still remains to be determined that captures the change in electrophysiological function which constitutes a biologically relevant dysfunction or failure.
We study the response of living brain tissue to mechanical stimuli below ultimate failure. In our previous studies, cell death was not induced instantaneously during the mechanical stimulus, but required days to develop (Cater et al., 2006; Elkin and Morrison III, 2007). These findings highlight a distinction between engineering materials and biological tissues, which the 2006 IRCOBI review begins to highlight at a macroscopic, whole body level when it notes that “humans are not inanimate systems but rather ones which can react, via muscle response”. Although only muscle response is mentioned, this responsiveness applies to all levels of scale including cellular and molecular.

Biological tissues, and the cells within those tissues, constantly respond to environmental stimuli, including mechanical stimuli. These responses include signaling cascade activation, gene expression changes, cytoskeleton remodeling, cell movement, etc. Depending on the magnitude of the stimulus, the reaction may be a normal physiological response or, as in the case of impact injury, a pathological response resulting in disruption of tissue function or cell death. Although the mechanical stimulus may be severe enough to cause mechanical failure of the tissue, lower stimuli can induce damage and dysfunction in a delayed fashion as the processes of mechano-transduction unfold over time.

FE models provide the critical link between macroscopic loading parameters and the resultant mechanical reaction at the tissue level. The input mechanical stimulus is ultimately responsible for the biological outcome. Through computational models, laboratory experiments at the tissue level can be translated to predict tissue-level responses to real-world injury scenarios. FE models are becoming increasingly important in automotive and safety system design and perhaps in the legislative domain in the future (Takhounts et al., 2003b; Takhounts et al., 2008).

For computational models to accurately predict biological outcomes, they first must accurately predict the mechanical response at the tissue level, which requires appropriate material properties. Measuring material properties of the brain poses particular challenges. Brain is one of the softest tissues in the body and to measure reaction forces during testing requires either very sensitive transducers or large samples (Hrapko et al., 2006; Nicolle et al., 2004; Coats and Margulies, 2005; Gefen et al., 2003; Prange and Margulies, 2002). Brain is structurally heterogeneous with gray and white matter at the grossest level of distinction with many finer features apparent upon histological examination. The use of large samples precludes measuring the properties of these finer structures.

One motivation to measure material properties of the brain’s substructures or components is that others have shown that inclusion of heterogeneous material properties in computational models provides more accurate predictions of induced tissue damage (Zhang et al., 2001). Only by inclusion of particular anatomical structures within a model can the predicted injury pattern be compared and validated against histological sections of the true injury pattern. For example, the CA3 pyramidal layer of the hippocampus is particularly vulnerable to fluid percussion injury (FPI) models of TBI (Hicks et al., 1996; Smith et al., 1997; Morales et al., 2005). Predicting this preferential cell loss in CA3 with a computational model would be a substantial step toward its validation. But, only by inclusion of a hippocampus with a CA3 subfield will that be possible.

We were further motivated to measure the mechanical properties of the hippocampus by findings in our tissue culture injury model that CA1 and CA3 were equally vulnerable to strain-induced cell death (Cater et al., 2006; Morrison III et al., 2003). Our data were in contrast to experimental findings that CA3 was preferentially vulnerable to FPI in vivo (Hicks et al., 1996; Smith et al., 1997). One explanation was that our injury model induced deformation by the controlled stretch of the substrate to which the brain tissue cultures were adhered. The substrate is several orders of magnitude stiffer than the brain tissue, so its deformation is not appreciably affected by the cultured slice. In contrast, in the experimental animal models, a pressure pulse is applied to the surface of the brain, whereby the induced, local tissue strain depends on the regional mechanical properties of the brain. This heterogeneity may be as complex as the heterogeneous structure evident in histological sections. Therefore, we hypothesized that the CA3 region is more compliant than other hippocampal regions giving rise to larger local deformations and hence greater cell death in CA3 in vivo.

To test our hypothesis, we have used the atomic force microscope (AFM) to measure mechanical properties within specific anatomical structures of the brain. We have found that the adult hippocampus is mechanically heterogeneous and that compared to CA1, the CA3 region is more compliant, potentially explaining is preferential vulnerability to FPI.
METHODS

ORGANOTYPIC SLICE CULTURES: All animal procedures were approved by the Columbia University IACUC. Hippocampal slice cultures were cultured as previously described (Morrison III et al., 2006). Briefly, the hippocampus of a 10 day old rat pup was dissected, sliced into 400µm sections and plated into custom culture wells. The well’s center contained a silicone membrane pre-coated with laminin and poly-lysine for adhesion. Cultures were maintained at 37°C with 5% CO2 for 10-14 days in Neurobasal medium (Invitrogen) until injured. After injury, cultures were returned to the incubator until the indicated time point for electrophysiological recording.

MECHANICAL INJURY: Brain slice cultures were injured by the deformation of their substrate, as described previously (Cater et al., 2006; Morrison III et al., 2003). In brief, the silicone membrane was deformed by pulling the well down over a rigid, hollow, cylindrical indenter, inducing an equibiaxial stretch. Uninjured, control cultures were places on the injury device, but the actuator was not energized. The relative motion between the two was under feedback control so that the strain history was precisely controlled (strain and rate). A significant advantage of this model was that the culture deformation could be verified from high speed video (Redlake, 1000 fps). The maximum applied Lagrangian strain was determined by measuring the area of the slice before stretch (A₀) and at the maximal stretch (Aₘₐₓ) according to:

\[ E_{\text{Lagrangian}} = \frac{1}{2} \left( \frac{A_{\text{max}}}{A_0} - 1 \right) \]

ELECTROPHYSIOLOGICAL RECORDINGS: After injury or sham injury, cultures were transferred to 60 electrode microelectrode arrays (MEA, MultiChannel Systems, Fig. 1A). Stimuli of varying magnitudes (0µA-200µA in 10µA steps) delivered within the mossy fibers of the dentate gyrus with a programmable stimulator (MultiChannel Systems) elicited evoked electrophysiological responses which were recorded on the other 58 channels. The magnitude of the evoked response was determined as the peak to peak value after the stimulus artifact (Fig. 1B).

Responses were grouped by the anatomical location of the recording electrode (CA1, CA3, DG). The response magnitude was plotted as a function of stimulus intensity and fit to a sigmoidal function to parameterize the response (Fig. 1C) in which \( R(S) \) was the response magnitude in µV, \( R_{\text{max}} \) was the maximal response in µV, \( I_{50} \) was the stimulus intensity in µA which resulted in a half-maximal response, and \( m \) was a dimensionless parameter proportional to the slope of the linear region of the curve:

\[ R(S) = \frac{R_{\text{max}}}{1 + e^{m(I_{50} - S)}} \]

Data is presented as mean ± standard error of the mean. Given the subset of data, a full two-way ANOVA could not be performed. Instead, data was analyzed with a one way ANOVA to test for an injury effect followed by post-hoc tests with Bonferroni corrections to determine which groups were different from controls within a recording region. Significance was set at \( \alpha \leq 0.05 \).

Fig. 1A. Slice Culture on MEA   B. Quantification of Response      C. Stimulus Response Curve with Fit
AFM INDENTATION TESTING: Coronal sections of adult rat brain were cut and plated in medium as above. All mechanical testing was performed on a heated stage to maintain the tissue at 37°C and in culture medium. Indentations were performed with a Bioscope AFM (Veeco). Cantilever probes were modified with 12.5µm radius sphere and calibrated by the manufacturer (NovaScan, spring constant = 0.13-0.16 N/m). Indentations were performed at 1Hz in 6 x 6 arrays with a spacing of 6µm in the following anatomical locations within the hippocampus (Fig. 2): CA1 and CA3 pyramidal cell layers shown in gray (CA1P and CA3P, respectively), CA1 and CA3 stratum radiatum shown in black (CA1SR and CA3SR, respectively), and the dentate gyrus shown in gray (DG).

![Fig. 2 Indentation Locations](image)

A depth-dependent, pointwise elastic modulus ($\hat{E}$) was determined by the following equation with $h$ the cantilever deflection, $k$ the cantilever spring constant, $\nu$ Poisson’s ratio, $R$ the probe radius, $D$ the indentation depth, and $a$ the contact radius (Sneddon, 1965; Harding and Sneddon, 1945):

$$\hat{E}(D) = \frac{3(1-\nu^2)}{4\sqrt{R}D^3} \cdot k \cdot h$$

given $D = \frac{1}{2} a \log \frac{R + a}{R - a}$

The contact point was identified as previously described (Elkin et al., 2007). Briefly, a high-order polynomial was fit to the raw deflection versus displacement curves. The contact point was identified as the first point with both positive first and second derivatives above an empirically determined threshold which was applied to all curves.

The pointwise elastic modulus $\hat{E}$ at 3µm indentation depth was compared between regions by a one-way ANOVA followed by post-hoc tests with Bonferroni corrections ($\alpha \leq 0.05$).

CONSTITUTIVE MODELING: The depth-dependent, non-linear, elastic properties for depths greater than 250nm were fit to the following constitutive models from (Ogden, 1972), (Gou, 1970), and (Demiray, 1972), respectively.

$$W = \frac{2\mu}{\alpha^2} (\lambda_{z}^{\alpha} + \lambda_{y}^{\alpha} + \lambda_{x}^{\alpha} - 3)$$

$$W = c (\epsilon_{r}, (\epsilon_{r} - 3\lambda_{r}) - 1)$$

$$W = \frac{\beta}{2\alpha} (\epsilon_{r}^{\alpha} - 3) - 1$$

The material was assumed to be incompressible and the constitutive models were exercised under uniaxial compression with strain defined as (Kalidindi and Pathak, 2008):

$$\varepsilon = \frac{4D}{3\pi a} \text{ such that } \lambda = 1 - \frac{4D}{3\pi a}$$

The goodness of fit was determined by calculating the mean square error (MSE) normalized to the MSE of the data. Fit parameters are presented as mean ± 95% confidence intervals.

DYNAMIC AFM INDENTATION: The AFM indentation studies were extended to the viscoelastic regime following previously published methods (Mahaffy et al., 2004; Mahaffy et al., 2000). A small oscillatory indentation was superimposed on the static indentation, and a lock-in amplifier (SR830, Stanford Research Systems) measured the phase difference between the driving oscillation of the cantilever and the oscillatory deflection of the cantilever. For these preliminary results, a hydrogel of 0.25% agarose was tested; brain was not tested.
VISCOELASTIC CONSTITUTIVE MODELING: It was assumed that $\tilde{\delta}^*$, the oscillatory displacement of the cantilever probe tip, was small compared to the static displacement. Retaining only the oscillatory components of the Taylor expansion of the Hertzian solution for contact provided:

$$ f_{\text{osc}}^* = 2\sqrt{R\delta_o} \frac{E^*}{(1-\nu^2)} \cdot \tilde{\delta}^* $$

In this case, both $\tilde{\delta}^*$ and $E^*$ were complex variables with a frequency and phase angle. The cantilever dynamic drag force was calculated from cantilever deflection, in free medium by:

$$ f_{\text{drag}}^* = i \sigma \cdot \gamma \cdot \tilde{\delta}^* $$

The frequency dependent storage ($E'$) and loss ($E''$) moduli were then calculated from the following equations where $\phi$ was the phase difference between the scanner displacement (drive signal) with magnitude $a_d$ and cantilever displacement (output signal) with magnitude $a_r$, and $k$ was cantilever stiffness (Mahaffy et al., 2004):

$$ E'_1 = \frac{(1-\nu^2)}{2\sqrt{R\delta_o}} \frac{a_d k a_r \cos \phi - k a_r^2}{a_d^2 - 2a_d a_r \cos \phi + a_r^2} $$

$$ E''_1 = \frac{(1-\nu^2)}{2\sqrt{R\delta_o}} \left[ \frac{a_d k a_r \sin \phi}{a_d^2 - 2a_d a_r \cos \phi + a_r^2} + \sigma \cdot \gamma \right] $$

RESULTS

Image analysis verified the level of strain applied to each culture during the mechanical event, and each culture was assigned to the appropriate injury group. Controlled mechanical deformation induced significant changes in electrical activity at 4 days post-injury (Fig. 3). In general, $R_{\text{max}}$ was decreased in all regions (CA1, CA3, DG) after injury, although some biological variability was present in the data. For example in all regions after an injury of 5% strain at 10/s strain rate, $R_{\text{max}}$ remained close to control values. In the CA3 and DG region, a similar lack of effect was measured after an injury of 10% strain and 20/s strain rate.

The stimulus intensity required to evoke a half maximal response ($I_{50}$) decreased after the mildest injury of 5% strain at 0.1/s strain rate. This was the only group which responded with a decrease in $I_{50}$, indicating an increased excitability of the tissue. As the strain rate increased but strain remained constant at 5%, the $I_{50}$ increased in both the CA1 and CA3 regions indicating a decreased excitability. After 10% strain, the effect of injury on $I_{50}$ diminished as the strain rate increased from 5/s to 20/s.

Average elastic modulus for each hippocampal region probed is presented (Fig. 4) at an indentation depth of 3µm. Statistical tests determined that CA1P was the stiffest region compared to all others. CA1SR was the second stiffest and was significantly different from any others. CA3P and CA3SR were not different from one another. The DG was the most compliant region and was significantly softer than all other regions tested.

The indentation depth dependence of $\hat{E}$ is shown in Fig. 5 for indentations greater than 250nm. The different constitutive models were fit to the data and yielded normalized MSEs of 1.13, 1.15, and 1.16 for the Ogden, Gou, and Demiray models, respectively. The best parameter fits with 95% confidence intervals for the Ogden model by region are presented in Table 1.

Oscillatory AFM indentations were performed at two frequencies, 50 and 200Hz. The 200Hz oscillatory drive signal and the cantilever deflection are shown in Fig. 6. At 200Hz, the phase difference was $43^\circ$ with a calculated storage and loss modulus of $E' = 9.2$ kPa, $E'' = 8.7$ kPa. As the drive frequency decreased to 50Hz, the phase difference decreased to $8.5^\circ$ with a calculated storage and loss modulus of $E' = 4.9$ kPa and $E'' = 0.7$ kPa, respectively.
Fig. 3  Functional Response Post-Injury by Region

Fig. 4  Pointwise Elastic Modulus at 3µm Depth
Fig. 5  Non-Linear Elastic Modulus with Constitutive Fits

Table 1. Ogden Constitutive Model Parameters

<table>
<thead>
<tr>
<th></th>
<th>(\mu) (Pa)</th>
<th>(\alpha)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA1P</td>
<td>172.2±9.2</td>
<td>31.5±0.7</td>
</tr>
<tr>
<td>CA1SR</td>
<td>99.6±9.0</td>
<td>32.2±1.2</td>
</tr>
<tr>
<td>CA3P</td>
<td>75.2±2.7</td>
<td>30.8±0.5</td>
</tr>
<tr>
<td>CA3SR</td>
<td>55.9±2.5</td>
<td>32.0±0.6</td>
</tr>
<tr>
<td>DG</td>
<td>42.6±2.2</td>
<td>29.4±0.7</td>
</tr>
</tbody>
</table>

Fig. 6  Sinusoidal AFM Indentation
DISCUSSION

Finite element modeling of TBI requires certain enabling data. Our activities are providing: tolerance criteria and mechanical properties. Mechanical properties are critical for predicting accurate brain deformation in response to macroscopic, whole-body loads. Tissue-level tolerance criteria provide the capability to interpret the predicted deformation in terms of biological outcome.

We have begun to define a mechanical injury tolerance criterion for disruption of neuronal function in hippocampal slice cultures. We focused on the hippocampus because it is one of the most vulnerable regions following TBI in animal models (Hicks et al., 1996; Smith et al., 1997; Grady et al., 2003) and in clinical experience (Ariza et al., 2006; Maxwell et al., 2003), which we reproduced in our previous cell death criteria studies (Cater et al., 2006; Elkin and Morrison III, 2007). We have chosen to use an in vitro approach to characterize the response of living brain tissue to mechanical stimuli. Only with living tissue can changes in neuronal activity be studied. The in vitro approach also allows for precise control over the applied injury biomechanics (Morrison III et al., 2003; Cater et al., 2006) to determine tolerance criteria correlated with tissue-level biomechanics.

Another advantage of the in vitro approach is that MEA can be used to quantify function. The MEA, with 60 closely spaced electrodes, records from locations throughout the trisynaptic circuitry which is maintained within the cultures (Gutierrez and Heinemann, 1999). With MEA, the neuronal circuit as a whole is interrogated as opposed to only single locations as with traditional glass electrode methods. The major disadvantage of MEAs is that they are rigid, being manufactured on glass. Consequently, the tissue cannot be cultured directly on them for injury. Instead, injuries are performed in custom culture wells with silicone bottoms. The cultures are then transferred to the MEA at the desired time point. The inclusion of uninjured sham tissue which underwent the same transfer process serves as a control for its potential non-specific effects on function.

The in vitro model does have other limitations which must be born in mind when interpreting results. One limitation is that the hippocampal slice cultures are generated from 10 day old rat pups and cultured for about two weeks before injury. The cultures have been shown to mature over time in vitro, although at a delayed rate, suggesting that they may be equivalent to older tissue but younger than a P24 animal (Collin et al., 1997; Buchs et al., 1993; Hartel and Matus, 1997; Bahr et al., 1995; Martens and Wree, 2001; Parent et al., 1997). Another limitation is the lack of a circulatory system and the potential effects, both beneficial and detrimental, of infiltrating cells on the response. These systemic factors could influence the delayed responses to injury.

In general, mechanical injury reduced the maximal evoked response from the tissue for all regions studied. This decrease suggests that either fewer neurons were firing or fewer were firing in unison. One possible mechanism is simply that the mechanical stimulus killed neurons. We would expect to induce neuronal loss with larger strains, but 5% deformation induced minimal cell loss in our previous studies (Cater et al., 2006). Therefore, an alternative explanation is that the mechanical injury affected the ability of neurons to generate action potentials, although they were still alive. Because only a subset of the full experimental matrix has been tested to date, it is difficult to speculate on potential trends in the data. There may be a strain rate dependence for the decreases in Rmax, with 5% strain at 1/s inducing a greater deficit than 5% strain at 0.1/s, however, the results for the 5% strain 10/s group disrupt this trend. It is possible that there may be less of a rate dependence as the strain magnitude increases. After additional injury groups are generated, it will be possible to develop a predictive function relating input mechanical stimulus to functional changes.

After injury, I50 increased or decreased depending on the particular combination of strain and strain rate. For example, after the mildest injury of 5% and 0.1/s, I50 was decreased indicating that the tissue was more excitable. After other 5% strain injuries and after 10% injuries, I50 increased. This measure is independent of the number of functional neurons and provides insight into their excitability, whereas Rmax is influence by both the number of neurons and their functionality. The increase of I50 suggests that the machinery required for neuronal function was damaged.

Only a few previous studies have quantified changes in electrical function while controlling applied strain. After optic nerve stretch injury, visually evoked potentials were significantly changed after tensile strains of approximately 25% (Bain et al., 2001). At first, this result seems at odds with ours, however, the structure of the optic nerve may be a factor. The axons within the optic nerve are arranged in a sinusoidal pattern which reduces the axonal applied strain compared to the strain of the
whole nerve. The applied axonal strains were therefore much lower than the reported 25% nerve strain (Bain et al., 2003; Bain et al., 2001). In addition, the optic nerve stretch model applies a uniaxial stretch, whereas our model employs a biaxial stretch which could be considered a more severe injury.

The majority of other studies reporting altered electrophysiology after TBI have used animal models which lack the ability to measure induced tissue deformation. Injury severity can be graded, however, changes cannot be correlated with tissue-level biomechanics. In general, evoked responses from the CA1 region were decreased after injury (Miyazaki et al., 1992; Reeves et al., 2000; Witgen et al., 2005), which agrees with the general trend of our data. Much of this decrease in vivo can be explained by the concomitant 40% cell loss throughout the hippocampus (Grady et al., 2003; Witgen et al., 2005). A significant finding of our current study is that the decrease in Rmax was occurring at strains which induced minimal cell loss in our earlier studies (Cater et al., 2006).

Additional studies in the same animal models have reported increased excitability within the DG in contrast to the suppressed responses in the CA1 (Bonislawski et al., 2007; Lowenstein et al., 1992; Santhakumar et al., 2001; Santhakumar et al., 2000). We report similar findings for the most mild injury group (5% strain, 0.1/s strain rate) with a decrease in I50. However, for other injury groups, excitability was suppressed as indicated by an increased I50. The increased excitability in vivo is usually attributed to a selective loss of inhibitory neurons from within the hippocampus. Without this inhibitory input, the circuit can be stimulated to fire at lower thresholds. It is possible that the low strain injuries used in the current study did not induce this selective loss of inhibition. Instead, the injury may be disrupting the synaptic machinery within all cells, resulting in a net loss of excitability. Experiments to test specific hypotheses are required to shed further light on the causes of the changes.

We have previously reported mechanical properties of the 8 day old rat hippocampus measured with the AFM (Elkin et al., 2007). The AFM is an attractive tool for measuring brain mechanical properties for several reasons including spatial and force resolution and the ability to conduct measurements in physiological solutions at 37°C. In the current study, we have extended our earlier results to the adult rat and find that the adult hippocampus is much stiffer overall compared to the P8 hippocampus. Different regions within the adult hippocampus have significantly different mechanical properties. The CA1 region was much stiffer than the CA3 or DG regions, suggesting that the CA3 region and DG will deform to a greater extent than the CA1 in vivo. In addition, our cell death tolerance indicated that the CA3 region was more susceptible to mechanical injury than the DG. Taken together, these findings predict the highest cell loss in the CA3 region of the hippocampus which is consistent with experimental findings (Hicks et al., 1996; Smith et al., 1997; Morales et al., 2005). A more quantitative prediction will require FE modeling with out data.

The mechanical response of the hippocampus was nonlinear with indentation. We have reported this nonlinearity previously for the P8 hippocampus (Elkin et al., 2007), and others have reported it for larger samples of brain (Hrapko et al., 2006; Takhounts et al., 2003a; Darvish and Crandall, 2001). We attempted to capture this response by fitting the data to nonlinear, elastic constitutive models. We found that the Ogden constitutive model fit the data best. A potential limitation of our fitting approach was that the models were assumed to undergo uniaxial strain which was approximated by the ratio of D/a. Contact radius was determined from Sneddon’s closed form solution for the indentation of an elastic half-space with a spherical probe (Sneddon, 1965) which does not appear to be limited by the assumption that the indentation depth must be small compared to the radius of the indenter, as was true for earlier approximations (Harding and Sneddon, 1945). However, the strain field beneath the spherical indenter is spatially complex such that 4D/3πa is only an approximation (Kalidindi and Pathak, 2008). An inverse FE approach may be more appropriate for reproducing the AFM indentation – load curves.

To accurately model the dynamic brain deformations of TBI, FE models require viscoelastic properties. Our current and previous study (Elkin et al., 2007) reported modulus for slow (0.5-1Hz) indentations, which were considered to yield approximately static properties. Using a similar approach which has been applied to single cells (Mahaffy et al., 2000; Mahaffy et al., 2004), we presented a methodology to measure viscoelastic properties of brain tissue which we tested on 0.25% agarose as a surrogate for brain tissue. The viscoelastic properties were measured from sinusoidal indentations (10nm) superimposed on larger, static indentations (up to 3µm) thereby not violating assumptions inherent in the reaction force equations.
Under sinusoidal excitation, viscoelasticity is indicated by a phase difference between the driving indentation and the reaction force (Arbogast and Margulies, 1998). In our preliminary studies, the phase angle and stiffness increased with frequency. The modulus was similar to reported values (Ahearne et al., 2005; Chen et al., 2004; Gu et al., 2003). These preliminary studies indicate that it will be possible to apply this technique to brain tissue to determine frequency dependent storage and loss moduli for subregions of the hippocampus using the AFM. These properties can be incorporated into FE models which include detailed anatomical structures like the hippocampus. The FE output can then be more precisely compared to patterns of histological damage to determine its biofidelity.

CONCLUSION

Biological tissues are alive, meaning they perform active physiological functions. In the case of brain, this function ceases if the tissue is dead, which is not the case with all tissues, i.e. bone. This situation complicates TBI studies, because the tissue must be alive during the injury event to predict meaningful outcomes like cell death or changes in neuronal function. We have taken an in vitro approach which allows for the application of precisely controlled and verifiable mechanical stimuli to living brain tissue. We are developing mechanical tolerance criteria for disruption of neuron function within the hippocampus. In addition to the limitations noted above, a remaining challenge is to determine the degree of dysfunction at the tissue level which translates to a clinically relevant deficit.

We have used the AFM to measure mechanical properties of the brain within subregions of the hippocampus overcoming challenges of spatial and force resolution. We focused on this anatomical structure because we hypothesized that the local mechanical properties could explain its particular pattern of cell death after TBI. The CA3 region was more compliant than the CA1, predicting greater deformation and hence cell loss. The AFM methodology was successfully extended to the viscoelastic regime up to a frequency of 200 Hz. In the future, these methods will be used to determine region-specific, storage and loss moduli for incorporation into FE models. These methods are applicable to tissue from other species and other ages so as to inform pediatric-specific models, as well.
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